**Storytelling to Teach Robots Right and Wrong**

**Introduction**

In this excerpt from Science Friday, Mark Riedl discusses how his research group uses a program called Quixote to teach robots morality and etiquette. As humans get closer and closer to developing self-aware artificial intelligence, we need to make sure that artificially-intelligent computers and robots follow rules that keep them from endangering us and that align with our social conventions. Robots need to be efficient, but not in a way that leads them to bad behaviors like cutting in line, stealing, or physically harming people. How do we make sure that efficiency does not trump morality in a machine we’ve programmed?

**Vocabulary**

ethical— acting within accepted principles of right and wrong.

etiquette— behavior that aligns with social norms (e.g. being polite).

protagonist— the main character of a story who must overcome obstacles and barriers.

artificial intelligence— software or programs capable of independent deduction, reasoning, problem solving, critical thinking, and/or creativity (e.g. playing [go](http://www.wired.com/2016/01/in-a-huge-breakthrough-googles-ai-beats-a-top-player-at-the-game-of-go/)[[1]](#footnote-1) or [telling jokes](http://www.wired.com/2014/04/underwire_0401_funnycomputer/)[[2]](#footnote-2)).

**Listening Task**

*While listening to the audio excerpt “Storytelling Teaches Robots Right and Wrong,” collect information that answers the following questions:*

Why is there a pressing need to develop artificial intelligence that complies with societal norms?

|  |
| --- |
|  |

Why did Riedl and his team choose stories as a source of cultural values?

|  |
| --- |
|  |

How do machine learning systems process data?

|  |
| --- |
|  |

Why shouldn’t robots just rely on one story to learn societal norms?

|  |
| --- |
|  |

According to Riedl, why is storytelling an efficient way to teach robots?

|  |
| --- |
|  |

Why does Riedl argue that stories are better than large data sets for teaching robots?

|  |
| --- |
|  |

**Discussion Questions**

*Use the boxes below to record thoughts and interesting ideas during your group discussion.*

Do you think stories are a good way to teach robots to understand human behavior?

|  |
| --- |
|  |

Mark Riedl argues that it is important not to “cherry-pick” the stories used to teach robots, “because by doing so, we run into the danger of unintentionally reinforcing certain behaviors.” Do you agree with Mark Riedl? Why or why not?

|  |
| --- |
|  |

Science fiction writer Isaac Asimov introduced the “[Laws of Robotics](http://io9.gizmodo.com/why-asimovs-three-laws-of-robotics-cant-protect-us-1553665410)” [to guide the programming](http://io9.gizmodo.com/why-asimovs-three-laws-of-robotics-cant-protect-us-1553665410) of intelligent robots in order to keep them from turning against humans[.](http://io9.gizmodo.com/why-asimovs-three-laws-of-robotics-cant-protect-us-1553665410) They are:

* First Law: A robot may not injure a human being or, through inaction, allow a human being to come to harm.
* Second Law: A robot must obey the orders given to it by human beings, except where such orders would conflict with the First Law.
* Third Law: A robot must protect its own existence as long as such protection does not conflict with the First or Second Law.

(Asimov, Isaac. I, Robot. New York: New American Library, 1956.)

* Zeroth Law: A robot may not injure humanity, or, through inaction, allow humanity to come to harm. (Asimov, Isaac. Robots and Empire. Garden City, NY: Doubleday, 1985.)

Riedl and Harrison propose that we use programs that “teach” robots to create their own set of rules by analyzing stories. Asimov proposes that we program intelligent robots with directives, or rules that they must follow. Explain which approach you think is better: Riedl’s collection of stories (teaching) or Asimov’s Three Laws of Robotics (directives).

|  |
| --- |
|  |

GENERATE IDEAS: As a group, come up with a list of social norms and behaviors you think moral robots should have. Rank those social norms and behaviors in terms of importance. Choose your group’s top three social norms and behaviors and make a recommendation of stories that should be used in the Quixote program. What do you hope the Quixote program would learn from each story?

|  |
| --- |
|  |

**Writing Prompt**

[Eric Schmidt](http://www.theverge.com/2015/9/14/9322555/eric-schmidt-artificial-intelligence-real-progress), the CEO of Alphabet Inc, the parent company of Google, has asserted that “we're closer than ever before to true artificial intelligence, and that continued research into its development will have positive side effects that will benefit the public.”[[3]](#footnote-3) That may be true, but Riedl’s research and Asimov’s fiction warn that without incorporating programming that protects us, this progress could negatively affect humans. Given that artificial intelligence technology is progressing quickly, should humanity pursue Asimov’s directive-based “Laws of Robotics” or Riedl and Harrison’s teaching approach that uses stories told to a program like Quixote? Create an argument supporting one approach.

*Writing responses should:*

* Incorporate evidence from media.
* Explain the type of programming (teaching vs. directive) in student’s own words.
* Address a counterclaim. (Figure out an opposing argument and defend against it.)
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